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Abstract. The literature distinguishes between trace-based and state-based specification techniques for object-oriented components. Trace-based specifications describe behavior in terms of the message histories of components, while state-based techniques explain component behavior in terms of states. The latter define how the state is changed by method calls and what is returned as a result. The state space is either abstract or concrete. Abstract states are used to model the behavior without referring to the implementation. Concrete states are expressed by the underlying implementation. State-based specifications are usually described in terms of pre- and postconditions of methods.

In this paper, we investigate the relationship between trace-based specifications and specifications based on abstract states for sequential, object-based components. We first generalize state-based techniques so that they can handle callbacks. Then, we develop formal models for trace-based and state-based specifications and show that every trace-based model can be canonically represented as a state-based model. Adapting notions from process simulation, we define an abstraction relation between two state-based models allowing their comparison. In particular, state-based models are more abstract than trace-based models. We also show that there exist most abstract models. The developed framework is illustrated by a subject component of the Subject-Observer Pattern.

1 Introduction

Objects or, more generally, object-based components communicate with their environment via messages. Usually, the reaction to an incoming message depends on the state of the object or component. To avoid uncontrolled access and to achieve implementation-independency, it is an accepted principle to encapsulate the concrete state of the implementation. In particular, the concrete state should not be exposed in specifications of classes and components (see, e.g., II §1.3)).

Two different kinds of implementation-independent specification techniques have been investigated in the literature. In so-called model- or abstract state-based specifications, behavior is explained based on a model or space of abstract states
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The specification expresses the result values and changes of the abstract state in reaction to an incoming message. In the following, we will simply call these specifications state-based. In trace-based specifications, behavior is explained with respect to the history of messages an object or component has seen. In both cases, we say that a specification describes a model of the specified component. Models can be considered as the semantics of specifications. They will be formalized as transition systems.

State-based specifications are closer to the implementation, can directly be complemented with invariants—which is important for verifying implementations—and are supported by a set of well-developed specification constructs going far beyond the basic pre- and postconditions (see, e.g., [3,4]). On the other hand, trace-based specifications have a natural link to semantics (see [5]), avoid the design of an abstract state space, and can more easily deal with callbacks and concurrency (see, e.g., [6, §5]). Furthermore, invariants may also be specified to restrict, e.g., the structure of the allowed traces.

The long-term goal of our research is to work out the relationship between state- and trace-based specifications to combine the best of the two techniques. In this paper we investigate, as an initial step, specifications of sequential components with possible callback behavior. We consider specifications of object-based components where a component description consists of one or more classes. A (runtime) component is created by instantiating a class. Internally, the component can create further objects and expose these objects to the environment. To keep the presentation focused, we do not discuss concurrency and inheritance. However, we believe that our results can be generalized to such settings.

Contributions. To handle callback scenarios, we first generalize state-based specifications. In addition to JML-like pre- and postconditions of method calls [4], we also allow to express what a component ensures when a call leaves the component and what it requires when the call is completed (returns). In this paper, this generalization is only to ease comparison between the different models. We illustrate the approach for a simple version of a Subject component following the Subject-Observer Pattern (SOP) [7].

The central contribution of the paper is to relate trace-based and state-based models in a formal way. In particular, we show that every trace-based model has an equivalent state-based model. We define an abstraction relation between two models which allows to compare two models. As results from the process simulation theory, we derive that there exist most abstract models. Knowing that a model is most abstract guarantees that it does not contain redundant states. Thus, the knowledge can be used as a guidance to remove redundancy from specifications. As an example, we show that the state-based model of the presented subject component example is most abstract.

Paper structure. Section 2 presents the specifications of the Subject component of the SOP in trace- and state-based manners. Sections 3 and 4 formally define our trace- and state-based models, respectively, and show how a trace-based model can be represented as a state-based model. Section 5 defines the
interface Observer {
    void notify(State s);
}

class Subject {
    Observer o1, o2;

    Subject(Observer o1, Observer o2) {
        this.o1 = o1; this.o2 = o2;
    }

    void update(State s) {
        o1.notify(s);
        o2.notify(s);
    }
}

Fig. 1. A Subject implementation

abstraction and states that state-based models are abstractions of trace-based models. We then relate this work to others and give some directions regarding future work.

2 Motivating Example

In Fig. 1, we give an implementation of the SOP. For simplicity, the Subject class stores exactly two observers. Each time the subject is updated with a new state, this state is propagated to the observers in a fixed order (i.e., o1 then o2). In the presence of callbacks, there can be a sequence of notifications to o1 before o2 is notified. For example, the observer o1, upon being notified, may trigger a new update of the subject. The implementation does not guarantee that the second observer receives the states in the same order as the first observer.

The behavior of the SOP can be described using state- or trace-based specifications. For both kind of specification techniques, we need to address what the input and output of an object-oriented component are.

Input/Output. In general, input/output occurs at the places where the control flow enters or leaves the component. In our example, control flow can enter the component when the constructor or the update method is called by an object (outside of the component/from the environment). Control flow may leave the component when the constructor or the update method returns. One must also note that control flow leaves the component when the notify method is called. We thus characterize the input/output of our Subject component by the following set of messages $Msg$. 

The first subset represents the messages dealing with the construction of the `Subject` instance `sbj`. Invocation of the constructor is represented by the message `→ sbj.Subject(o_1, o_2)` where `o_1` and `o_2` are the parameters passed to the invocation. Returning from the constructor is represented by the message `← sbj.Subject()`. Note that each invocation message has a matching completion message in `Msg`. We assume that the instance variables of the `Subject` class cannot be accessed directly by other objects, i.e., that there is no interaction with a `Subject` object other than through its methods. We can thus solely rely on the previously defined messages to describe the input/output behavior of our component. Using these messages, we give both a state-based and a trace-based specification of the SOP. We assume our specifications to be deterministic in the following way. For each input to the component, there is exactly one output which is specified.

**State-based specification.** A state-based specification is realized using some abstract states by describing how a state changes when an event occurs. Our specification of the `Subject` component (Fig. 2) provides an example of a state-based specification in a pre-/postcondition style. In our example, the state consists of a subject, its observers and a stack which stores, in last-in-first-out manner, the states that are available during an update process. The stack is necessary to manage multiple states in the presence of callbacks. We then define the state transitions. A state-based specification consists of a set of specification cases of the following form

\[
\text{in } \text{MsgPattern out } \text{MsgPattern requires pre; ensures post;}
\]

A transition is specified by a quadruple where the first entry describes the (incoming) message pattern upon which the transition might be triggered. The second entry then describes the outgoing message (i.e., the response) from the component. The third entry forms a precondition over the values of the incoming message pattern and the state upon which the transition might be selected. The fourth entry represents the postcondition and ranges over the values in the prestate (denoted by `old(...)`), the post-state and the values of the in- and outgoing message. In short, if an incoming message which enters the component fits the incoming message pattern and the precondition `pre` holds, then the component responds by producing an outgoing message and changing its state such that the postcondition `post` holds. To make our specifications short and concise, we assume the part of the state which is not mentioned in the postcondition to retain the same value it had prior to receiving the incoming message.
state spec Subject {
  Subject sbj;
  Observer o1, o2;
  Stack<State> st;

  in → sbj.Subject(o1', o2') out ← sbj.Subject()
  requires o1' ≠ o2' ∧ o1' ≠ null ∧ o2' ≠ null;
  ensures o1 = o1' ∧ o2 = o2' ∧ st = Stack.Empty();

  in → sbj.update(s) out ← o1.notify(s)
  ensures st = old(st).push(s);

  in ← o.notify() out ← o2.notify(s)
  requires o = o1;
  ensures s = old(st).top();

  in ← o.notify() out ← sbj.update()
  requires o = o2;
  ensures st = old(st).pop();
}

Fig. 2. A state-based specification of the Subject class

For the concrete example given above, there are four cases which need specifications. Given an instance creation request → sbj.Subject(o1, o2) with the precondition of two distinct and non-null observer parameters, the Subject returns the constructor completion message ← sbj.Subject() and the new state refers to the two given observers and an empty stack. If the component receives an update message, then o1 is notified while the state s is pushed onto the stack. As the control flow leaves the component when the notify method is called and control flow enters the component again when the notify method returns, we also have to take returning notify messages into account. These might happen at two different places; after the first or the second observer has been notified. In our specification, when a notification has finished, we check which observer has been involved in this notification. If it is o1, then the Subject proceeds to notify o2 using the state which is on top of the stack st. Otherwise, we conclude that the update invocation finishes and pop the stack.

A contract-based specification like JML [4] also employs a pre-/postcondition (state-based) specification style. However, as this is based on methods and not message pattern, we can only consider transition descriptions where the incoming message pattern is an invocation and the outgoing message is the corresponding return. We see our specification style as a generalization of the JML pre-/postcondition style as we can additionally handle callbacks.

Trace-based specification. Another way to describe the SOP behavior is by using a trace-based specification. Here, the only information used by the spec-
Fig. 3. A trace-based specification of the Subject class

The specification is the history of messages that have crossed the boundary of the component. This notion of communication history [8] is modeled in our specification as a list of incoming and outgoing messages. Similar to before, the specification is described using a pre- and postcondition style, with the difference that we do not use an auxiliary abstract state space but only relate message values to the trace history.

1 Specification cases are of the following form

\[
\text{in MsgPattern out MsgPattern requires pre; ensures post; ,}
\]

where both pre- and postcondition can refer to the history \( h \) (also called history variable in [9]). The history \( h \) contains all messages seen so far, except the ones which were currently matched against the in and out message pattern.

The specification for the constructor as seen in Fig. 3 is similar to that from the state-based specification. In contrast to the state-based model, upon receiving an update, we must go back in the history \( h \) to the constructor message to obtain the subject and the first observer that needs to be notified (represented by the extractor functions \( \text{sbj} \) and \( \text{obs1} \) which are not formally stated here).

The trickiest part to specify is when a notification has happened. In the case where the incoming return message comes from \( o_1 \), we need to notify \( o_2 \) using the proper state. The problem is that since a callback is allowed and we do not store the states in a stack, we need to obtain this information by emulating the stack effect of each update, which is done by the \( \text{getS} \) function. It searches for the update message containing the state which is relevant to the “stack frame” of the current notification. If the incoming return message comes from \( o_2 \), the component returns with an update completion message.

1 Note that this is only one possible way to describe the set of admissible traces.
Comparison. Both state- and trace-based specification techniques have advantages and disadvantages. On one hand, it is sometimes very difficult in the trace-based approach to extract the necessary information from the trace history (e.g., defining \( \text{getS} \)). The state-based approach allows one to define an abstract state which contains all the relevant information one needs to specify the behavior. On the other hand, state changes must then be described. Some protocol properties are easier to specify in a trace-based way, e.g., using regular expressions.

3 Trace-based Model

A trace of a component is a sequence of events which consist of incoming and outgoing messages. It describes how the component responds given a specific instance of an environment which uses the component. A trace-based model can be seen as a collection of such traces which restricts the behavior of the component. We adopt the formalization of messages and traces from [9,10] to define a trace-based model of a sequential deterministic object-based component.

Let \( \text{Obj} \) be a set of objects, \( \text{Mtd} \) a set of methods with unique names, and \( \text{Dir} \) a two-element set \( \{ \rightarrow, \leftarrow \} \) representing method invocation (call) and completion (return), respectively. Furthermore, let \( \text{Value} \) be a set of values which encompasses all possible parameter values in actual method calls and return values. Then, with \( \vec{v} \) being a shorthand for a possibly empty list of values \( v_1, v_2, \ldots \), the set of messages can be defined as follows.

**Definition 1 (Message).** The set of messages \( \text{Msg} \) (whose instances are denoted by \( \mu \)) is a subset of \( \text{Obj} \times \text{Mtd} \times \text{List}(\text{Value}) \times \text{Dir} \). A tuple \( \mu = (o, m, \vec{v}, d) \) is a message if the callee \( o \) supports the method \( m \).

Instead of representing messages \( \mu \) in the tuple format, we depict them graphically: \( o.m(\vec{v}) \) or \( o.m(\vec{v}) \). Invocation messages \( o.m(\vec{v}) \) are grouped into \( \text{Msg}^+ \) and completion messages into \( \text{Msg}^- \), forming a partitioning of \( \text{Msg} \). We also define extra functions \( \text{callee} \), \( \text{method} \), \( \text{value} \), and \( \text{dir} \) to extract the callee object, method, value and direction elements from a message, respectively. The function \( \text{header} \) extracts the callee and method of a message.

We define a component as a collection of objects \( O \subseteq \text{Obj} \) (called component objects). All other objects (called environment objects) are considered as part of the environment \( O_{\text{env}} = \text{Obj} \setminus O \).

Based on this partitioning, we can categorize the messages into incoming and outgoing messages from the perspective of the component. An incoming message is either an invocation message whose callee is a component object, or a completion message whose callee is an environment object. An outgoing message is either an invocation message whose callee is an environment object, or a completion message whose callee is a component object. As we are interested in modeling the observable behavior of the component, we only deal with traces composed of alternating incoming and outgoing messages.

**Definition 2 (Component Trace).** Given a set of messages \( \text{Msg} \) and a component \( O \), a component trace \( t \) is a (possibly empty or infinite) sequence of pairs...
of incoming and outgoing messages \((\mu_1, \mu_2), (\mu_3, \mu_4), \ldots\), where odd-indexed messages are incoming and even-indexed messages outgoing.\(^2\)

Note that in the definition above, we assume that the component may not diverge. To include divergence, we could extend \(\text{Msg} \) to include a special message symbol (e.g., \(\bot\)) to indicate this situation.

In the sequential setting, a component trace must follow the call stack property, where method completions must appear in reverse order of the corresponding method invocations. This is captured by the following definition of well-formed component traces.

**Definition 3 (Well-formed Component Trace).** A non-empty component trace \(t = \mu_1, \mu_2, \ldots\) is well-formed with respect to a component \(O\) and the environment \(O_{\text{env}} = \text{Obj} \setminus O\), iff for each completion message there exists a prior invocation message such that the call stack property (predicate match) holds:

\[
\forall \mu_j \in \text{Msg}^- \quad \exists k < j \quad \text{match}(k, j),
\]

where

\[
\text{match}(a, b) \overset{\text{def}}{=} \mu_a \in \text{Msg}^- \wedge \mu_b \in \text{Msg}^- \wedge 
\text{header}(\mu_a) = \text{header}(\mu_b) \wedge \text{split}(a + 1, b - 1),
\]

\[
\text{split}(a, b) \overset{\text{def}}{=} a > b \lor \text{match}(a, b) \lor 
\exists a < c < b - 1 \quad \text{split}(a, c) \wedge \text{split}(c + 1, b)
\]

An empty trace is well-formed.

The well-formedness condition above states that every completion message needs to have a matching invocation message. The proper matching has to be selected such that no two completion messages are matched to a single invocation message, which is captured by the \(\text{match}\) predicate. The \(\text{match}\) and \(\text{split}\) predicates are mutually recursive, where \(\text{match}\) matches the invocation and completion messages at the two ends of the subtrace (i.e., \(\mu_a\) and \(\mu_b\)), and \(\text{split}\) partitions the rest of the subtrace such that for each partition, we can form the matching. Other sequential properties\(^3\) are not described as they complicate the definitions and proofs without adding substantial insight.

We define \(\text{Traces}(O)\) as the set of well-formed traces of the component \(O\). As we do not specify the behavior of the environment, it may decide to terminate at any moment. Therefore, we require the set \(\text{Traces}(O)\) to be prefix-closed, i.e., for each trace \(t \in \text{Traces}(O)\), all its prefixes must also be in \(\text{Traces}(O)\). A trace-based model is then simply defined using the set of traces.

**Definition 4 (Trace-based Model).** Given a set of messages \(\text{Msg}\) and a component \(O\), a trace-based model is the set of well-formed traces:

\[
\mathcal{T}(\text{Msg}, O) = \text{Traces}(O).
\]

\(^2\) We drop the brackets surrounding the pairs whenever it is clear from the context.

\(^3\) Examples of other sequential properties: all traces begin with the construction of a component; a component cannot send a message to an object from the environment before that object has been introduced to the component, etc.
Because in this paper the set of messages \(Msg\) and objects of the component \(O\) is clear from the context, we simply write \(T\) and \(Traces\) for the trace-based model and its set of well-formed traces, respectively.

Since we want a model for a deterministic component, we also require that the component acts as a function given some trace prefix and incoming message to produce exactly one outgoing message. Stated formally,

\[
\forall t, t', t'' \in Traces \quad \bullet \quad t' = t, \mu_{2n-1}, \mu_{2n} \land t'' = t, \mu'_{2n-1}, \mu'_{2n} \land \mu_{2n-1} = \mu'_{2n-1} \Rightarrow \mu_{2n} = \mu'_{2n}.
\]

**Example (Trace-based model for the Subject component).** The trace-based model \(T_{\text{subj}}\) can be defined using the set of well-formed traces \(Traces_{\text{subj}}\) generated by the specification in Fig. 3. The set of traces \(Traces_{\text{subj}}\) is inductively constructed. The empty trace is element of the set. Then, for any element \(t\) of the set, the trace \(t' = t, \mu_1, \mu_2\) is also element of the set, if it satisfies the following conditions. There must be a specification case with \(\text{in}\) and \(\text{out}\) message pattern that are matched by \(\mu_1\) and \(\mu_2\) and where both pre- and postconditions are satisfied. Furthermore, the trace \(t'\) must be well-formed (see Def. 3).

### 4 State-based Model

Another way to specify the behavior of a component is to determine how the component would act given a request from the environment by looking at the state of the component, updating the state, and forming a response based on it. This is captured by the well-known notion of transition system. In this section, we describe state-based models, defined as transition systems, and how we can represent the trace-based models as state-based models.

**Definition 5 (State-based Model).** Given a set of messages \(Msg\) and a component \(O\), a state-based model \(M(Msg, O)\) is a triple \(\langle S, \Theta, s_0 \rangle\) where \(S\) is a set of states, \(s_0 \in S\) is the initial state and \(\Theta \subseteq S \times Msg \times Msg \times S\) is the transition relation, where the first message represents an incoming message and the second one an outgoing message.

As with trace-based models, we drop the set of messages \(Msg\) and objects of the component \(O\) from the argument of \(M\). We also represent a transition between two states \(s, s'\) graphically as \(s \xrightarrow{\mu_1, \mu_2} s'\). A (finite) component trace \(t = (\mu_1, \mu_2), \ldots\) is induced by \(M\) if there exists a sequence of states \(s_0, s_1, \ldots\) such that \(\forall i > 0 \bullet s_{i-1} \xrightarrow{\mu_{2i-1}, \mu_{2i}} s_i\).

We require our state-based models to be *concise*. A model is concise if each state is reachable by some sequence of transitions from the initial state.

**Example (State-based model of the Subject component).** The state-based model \(M_{\text{subj}} = \langle S, \Theta, s_0 \rangle\) is a state-based model of the Subject component specified in Fig. 2. It has \(S \subseteq \text{Subject} \times \text{Observer} \times \text{Observer} \times \text{Stack<State>}\) as set of states and \(s_0 = (\text{null, null, null, null})\) as initial state. The transition
relation $\Theta$ can be derived from the state-based specification in a similar way as how the trace-based model was derived from the trace-based specification. Note however that no well-formedness property must yet hold.

The lemma below formulates trace-based models in terms of state-based models.

**Lemma 1.** Every trace-based model $T$ can be canonically represented as a state-based model $\mathcal{M} = \langle S, \Theta, s_0 \rangle$.

**Proof.** By construction. Let $S$ be a set of finite traces from $\text{Traces}$ and $s_0$ be the empty trace $\epsilon$. The transition relation $\Theta$ can be built in the following way. We start from an empty relation. Now take any two elements $t, t'$ of $\text{Traces}$ such that $t' = t, \mu_a, \mu_b$. Then, $t \xrightarrow{\mu_a, \mu_b} t'$ is added to $\Theta$. This construction is similar to how one would build a trie (trieval tree [11]) from a set of strings. See Appendix for more details.

The usual notion of determinism for transition systems is that for any given state $s$ and a transition label $(\mu_a, \mu_b)$ there is at most one state $s'$ such that $s \xrightarrow{\mu_a, \mu_b} s'$. To include the desired notion of determinism stated in the previous section, we need to strengthen this notion by also requiring that for any state $s$ and an incoming message $\mu_a$, there is at most one outgoing message $\mu_b$ and one next state $s'$ such that $s \xrightarrow{\mu_a, \mu_b} s'$. It is not enough to use the determinism of the trace-based view, since the resulting state-based model may be non-deterministic in traditional sense while inducing the same set of traces.

Definition 5 alone is not strong enough to ensure that the resulting component traces are well-formed. There are, for example, state-based models which may induce a trace which breaks the call stack requirement. To enforce the well-formedness requirement, one can build a specific model for each requirement (called restrictor models), and then take the synchronous product between the restrictor models and the original state-based model.

**Definition 6 (Synchronous Product).** Given two state-based models $\mathcal{M}_i = \langle S_i, \Theta_i, s_{0,i} \rangle$, $i = 1, 2$, their synchronous product $\mathcal{M}' = \mathcal{M}_1 \otimes \mathcal{M}_2$ is $\langle S', \Theta', s_{0}' \rangle$ where $S' \subseteq S_1 \times S_2$, $s_{0}' = (s_{0,1}, s_{0,2})$, and $\Theta' \subseteq S' \times \text{Msg} \times \text{Msg} \times S'$ is the least relation such that $(s_1, s_2) \xrightarrow{\mu_a, \mu_b} (s_1', s_2')$ if $s_1 \xrightarrow{\mu_a, \mu_b} s_1'$ and $s_2 \xrightarrow{s_{0,1}, s_{0,2}} s_2'$.

As the only requirement to have a well-formed state-based model is the call stack property, it is enough to build a restrictor model which induces traces following the call stack property.

**Definition 7 (Call Stack Restrictor Model).** Let $\text{Header} \subseteq \text{Obj} \times \text{Mtd}$ be the set of all message headers. The call stack restrictor model $\mathcal{C} = \langle S_c, \Theta_c, s_{0,c} \rangle$ is a state-based model whose state is a stack of elements of $\text{Header}$, with the initial state being the empty stack $\epsilon$. The transition $s_1 \xrightarrow{\mu_a, \mu_b, c} s_2$ exists if one of the following conditions hold.

---

4 We denote the empty stack as $\epsilon$ and a non-empty stack as $h' = h : hs$, where $h$ is the top element and $hs$ denotes the rest of the stack.
1. \( \text{dir}(\mu_a) = \rightarrow \land \text{dir}(\mu_b) = \rightarrow \land s_1 = h_1 \land s_2 = \text{header}(\mu_b) : \text{header}(\mu_a) : \text{hs} \)
2. \( \text{dir}(\mu_a) = \leftarrow \land \text{dir}(\mu_b) = \leftarrow \land s_1 = \text{header}(\mu_a) : \text{header}(\mu_b) : \text{hs} \land s_2 = \text{hs} \)
3. \( \text{dir}(\mu_a) = \rightarrow \land \text{dir}(\mu_b) = \leftarrow \land \text{header}(\mu_a) = \text{header}(\mu_b) \land s_1 = s_2 \)
4. \( \text{dir}(\mu_a) = \leftarrow \land \text{dir}(\mu_b) = \rightarrow \land s_1 = \text{header}(\mu_a) : \text{hs} \land s_2 = \text{header}(\mu_b) : \text{hs} \)

Note that our restrictor model is non-deterministic. However, since our state-based model is deterministic, the product will remain deterministic.

**Definition 8 (Well-formed State-based Model).** Given a state-based model \( \mathcal{M} \), the well-formed state-based model for \( \mathcal{M} \) is \( \mathcal{M}_{wf} = \mathcal{M} \otimes \mathcal{C} \).

**Example (Well-formed state-based model of the Subject component).** The well-formed state-based model of the example is \( \mathcal{M}_{wfsubj} = \mathcal{M}_{wfsubj} \otimes \mathcal{C}_{subj} \). In order to ensure the call stack property, the states of \( \mathcal{M}_{wfsubj} \) are thus a subset of \( \text{Subject} \times \text{Observer} \times \text{Observer} \times \text{Stack<Stack<State>>>} \).

**5 Model Abstraction**

We are interested in reducing the size of our models without altering the component trace sets represented by the models. To do this, the models need to be related with each other. One such relation is the state abstraction relation (cf. §7.4 of [12]), which is an instance of the simulation relation [13]. We extend this relation to our setting and reuse known results to build a most abstract model.

**Definition 9 (State Abstraction).** Given two state-based component models \( \mathcal{M}_i = (S_i, \Theta_i, s_{0,i}), i = 1, 2 \), we say that \( \mathcal{M}_2 \) is more abstract than \( \mathcal{M}_1 \) iff there is a total abstraction function \( \alpha : S_1 \rightarrow S_2 \) such that

\[ s_{0,2} = \alpha(s_{0,1}); \text{ and if } s_1 \xrightarrow{\mu_a,\mu_b} s_1', \text{ then } \alpha(s_1) \xrightarrow{\mu_a,\mu_b} \alpha(s_1'). \]

**Example (Abstraction of the trace-based model of the Subject component).** Using Lemma [4] we build \( \mathcal{M}_{tsubj} \) as the state-based model from the trace-based model \( T_{subj} \). We compare \( \mathcal{M}_{tsubj} \) and \( \mathcal{M}_{wfsubj} \) by providing an abstraction function \( \alpha : S_{tsubj} \rightarrow S_{wfsubj} \) as follows.

\[ \alpha(\epsilon) = \langle \text{null}, \text{null}, \text{null}, \text{null}, \epsilon \rangle \]
\[ \alpha(\langle \rightarrow \text{subj.Subject}(o_1, o_2), \leftarrow \text{subj.Subject()} \rangle : \epsilon) = \langle \text{subj}, o_1, o_2, \epsilon, \epsilon \rangle \]
\[ \alpha(\langle \rightarrow \text{subj.update}(s), \rightarrow \text{obj.notify}(s) : \epsilon \rangle = \langle \text{subj}, o_1, o_2, s : s.l, o.\text{notify}: \text{subj.update}: h.l \rangle \]

where \( \langle \text{subj}, o_1, o_2, s : s.l, h.l \rangle = \alpha(l), \ o = o_1 \)
\[ \alpha(\langle \rightarrow o.\text{notify}(: s.l, p.\text{notify}(s) : l) = \langle \text{subj}, o_1, o_2, s : s.l, p.\text{notify}: h.l \rangle \]

where \( \langle \text{subj}, o_1, o_2, s : s.l, p.\text{notify}: h.l \rangle = \alpha(l), \ o = o_1, \ p = o_2, \ s = t \)
\[ \alpha(\langle \rightarrow o.\text{notify}(: \leftarrow \text{subj.update}() \rangle : l) = \langle \text{subj}, o_1, o_2, s : s.l, h.l \rangle \]

where \( \langle \text{subj}, o_1, o_2, s : s.l, o.\text{notify}: \text{subj.update}: h.l \rangle = \alpha(l), \ o = o_2 \)

For the initial state, we map the empty history to \textbf{nulls} and the empty header stack. Each of the remaining cases shows a one-to-one correspondence between the postconditions defined in the trace-based specification (Fig. 3) and the postconditions defined in the state-based specification (Fig. 2).
Because such an abstraction function $\alpha$ exists, we can conclude that the trace-based model of the $Subject$ component is more abstract than the state-based model of the $Subject$ component derived from the state-based specification. The following main theorem states this result in a more general way.

**Theorem 1.** For any trace-based model $T$, there is a well-formed state-based model $M_{wf}$ which is more abstract than $T$. The converse does not hold.

**Proof.** The first part of this lemma follows directly from Lemma 1 and taking the identity function as $\alpha$. For the converse, consider a specification which concentrates only on the well-formedness property of the traces. Any well-formed trace in the trace-based model of the specification which has completed all updates can be abstracted to the state with empty stacks in the state-based model. As the abstraction must be a function, the converse does not hold.

We can go further than the main theorem by adapting well-known results about state transition systems. We first define the standard notion of simulation.

**Definition 10 (Simulation [13]).** Let $M_i = \langle S_i, \Theta_i, s_{0,i} \rangle$, $i = 1, 2$ be state-based models over $Msg$. A simulation for $(M_1, M_2)$ is a binary relation $R \subseteq S_1 \times S_2$ such that $(s_{0,1}, s_{0,2}) \in R$; and if $(s_1, s_2) \in R$ and $s_1 \xrightarrow{\mu_a, \mu_b} s'_1$, then there is $s'_2 \in S_2$ such that $s_2 \xrightarrow{\mu_a, \mu_b} s'_2$ and $(s'_1, s'_2) \in R$.

If there exists an simulation relation $R$ for $(M_1, M_2)$, we say that $M_1$ is simulated by $M_2$, denoted $M_1 \preceq M_2$. Furthermore, if the simulation relation occurs in both directions (i.e., $M_1 \preceq M_2$ and $M_2 \preceq M_1$), we say that $M_1$ is simulation equivalent to $M_2$, denoted by $M_1 \equiv M_2$. We are only interested in the (unique [14]) maximal simulation relation, which is a simulation relation that contains all other simulation relations between the two models.

The following lemma shows that the abstraction is a simulation.

**Lemma 2.** If $M_2$ is more abstract than $M_1$, then $M_1 \preceq M_2$.

**Proof.** Consider $M_i = \langle S_i, \Theta_i, s_{0,i} \rangle$, $i = 1, 2$ and $\alpha : S_1 \rightarrow S_2$ to be the abstraction function. We simply take $R = \{(s, \alpha(s)) \mid s \in S_1\}$.

A most abstract model is a model which up to renaming has no more abstraction. To construct it, we need the notion of equivalence classes.

**Definition 11 (Equivalence Classes).** Let $S$ be a set and $R$ an equivalence on $S$. For $s \in S$, $[s]_R = \{s' \mid (s, s') \in R\}$. The quotient space of $S$ under $R$ is defined as $S/R = \{[s]_R \mid s \in S\}$.

By building the equivalence classes of the states based on the simulation relation, we end up with the simulation quotient model.

**Definition 12 (Simulation Quotient Model).** Given a state-based model $M = \langle S, \Theta, s_0 \rangle$, the simulation quotient state-based model $M/\equiv$ is a triple $\langle S/\equiv , \Theta/\equiv , [s_0]/\equiv \rangle$, where $[s] \xrightarrow{\mu_a, \mu_b} [s']$ if $s \xrightarrow{\mu_a, \mu_b} s'$.
Grumberg and Bustan [15] show that the simulation quotient model $M/\simeq$ is the unique smallest (in terms of number of states) state-based model up to renaming which is simulation equivalent to $M$. Since the quotient space is a partitioning of the original state set $S$, we can also see it as an abstraction.

**Theorem 2 (Most Abstract Model [15]).** The simulation quotient model $M/\simeq$ is the most abstract model of the state-based model $M$ up to renaming.

**Example (Simulation quotient model of the Subject component).** The following lemma states that the well-formed state-based model of the Subject component specification is a simulation quotient model for the specification.

**Lemma 3.** $M_{wfsubj}$ is the simulation quotient model for $M_{tsubj}$.

**Proof.** By contradiction. Assume $M_{wfsubj}$ is not the simulation quotient model. Then there exist two states of $M_{wfsubj}$ that are equivalent, which is false. See Appendix for complete sketch.

By Theorem 2, $M_{wfsubj}$ is the unique smallest state-based model for the Subject component specifications and, hence, its most abstract model.

In the deterministic setting, the notions of simulation equivalence and trace equivalence collapse [16]. As a result, the quotient model is a most abstract model, i.e., a model such that there is no other smaller state-based model that is more abstract and still retains exactly the same behavior.

In a non-deterministic setting, the abstraction function defined in Def. 9 only guarantees finite trace inclusion, while the simulation equivalence guarantees finite trace equivalence [17]. In general if we want a more abstract model to remain behaviorally equivalent to the abstracted model, then we need to use bisimulation equivalence [18] as the reduction. This requires a more general definition of abstraction, where, in addition to the definition of abstraction given here, the abstract states need to be related back to the abstracted states.

6 Related Work

State-based models are usually, in the object-oriented setting, specified using contracts as introduced in Eiffel [3]. JML [4] and Spec# [19] adopt this approach to allow modular specifications in Java and C#, respectively. Contracts mainly consist of method pre-/postconditions and class invariants, making it non-trivial to deal directly with callbacks as in the subject/observer example (Sect. 2).

A generalized state-based model similar to the one given here is present in the Z++ methodology [20], where object-oriented real-time systems are specified using real-time logic. While similar notions of message predicates are used within the state-based specifications, their purpose is for timing measurement.

Trace-based specifications are well-known in the literature of processes and modules [21,22]. This trace idea has also appeared in the object-oriented setting as early as [3] (communication histories), further developed in [23] and later in [24,25], especially for modeling of open asynchronous distributed systems.
In connection to proof systems, trace-based specifications have been used most recently in [9,26] in the Creol [27] setting. The trace of a component is seen as a projection from the global trace and checked against invariants which capture communication patterns in form of regular expressions of messages.

At the program level, the idea to characterize the behavior of object-oriented components by admissible traces is also used in the context of observational equivalence to give a fully abstract semantics for object-oriented languages [5,28]. Jass [29] gives specifications in the form of trace assertions, whose semantics is based on CSP. This technique allows to specify our subject example in a similar fashion. However, a clear component model is missing. Similarly, Cheon and Perumalla [30] extend JML to introduce assertions based on call sequences in form of regular expressions, by abstracting from argument values and callee.

7 Conclusion and Future Work

In this paper we have shown for a sequential object-based setting that state-based models are abstractions of trace-based models. We have also given an example of a subject component illustrating the relation between state- and trace-based specification approaches by describing them in a common framework.

As the subtitle of this paper suggests, our long-term goal is to formalize this generalization to describe precisely the behavior of a component in an object-oriented setting. We are especially interested in defining the connection between such mixed trace- and state-based specifications and programming languages. An ideal connection would allow specification composition and modular verification.

Another natural extension to this work is to consider a more general setting such as full object-orientation (i.e., allowing subtyping and inheritance) and concurrency. In addition, sometimes we would like to specify how the component should be used. For example, we want to guarantee that the observer, upon being notified, actually responds to the subject component (i.e., does not diverge). By specifying such restrictions about the environment, the set of traces is no longer prefix-closed, and thus the semantics of our state-based model has to be altered.
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Appendix: Proof for Lemmas 1 and 3 and Theorem 1

Lemma 1. Every trace-based model $T$ can be canonically represented as a state-based model $M = \langle S, \Theta, s_0 \rangle$.

Proof. Let us construct $M = \langle S, \Theta, s_0 \rangle$ from $T = \text{Traces}(O)$.

Let $S \subseteq (\text{Msg} \times \text{Msg})^*$. The first part of a state is a finite prefix of a trace, and the second part indicates whether the prefix stored in that state is indeed a finite trace contained in $\text{Traces}(O)$. We let $s_0 = \epsilon$.

Initially, $S = \{s_0\}$ and $\Theta$ is an empty relation. We populate them inductively as follows. For each two consecutive finite traces $t = \mu_1, \mu_{o,1}, \ldots, \mu_i, \mu_{o,n}$ and $t' = t, \mu_{i,n+1}, \mu_{o,n+1}$, such that $t, t' \in \text{Traces}(O)$ and $t$ ends in $s \in S$, we add $s' = (t')$ to $S$ and $s \xleftarrow{\mu_{i,n+1}, \mu_{o,n+1}} s'$ to $\Theta$.

The construction given in this proof is similar to the construction of a trie (from retrieval tree [11]): a tree data structure which stores a dictionary, where each node represents a common prefix of at least a string present in the dictionary. This construction ensures that every state is reachable from the initial state. Thus, the resulting state-based model is concise and since $\text{Traces}(M)$ is prefix-closed, $\text{Traces}(M) = \text{Traces}(O)$.

The construction also ensures that each well-formed trace is induced by a unique path on the state-based model. Therefore, the product between this model and the call stack restrictor model will yield the same model. Hence, this construction produces a well-formed model.

Lemma 3. $M_{\text{wfsubj}}$ is the simulation quotient model for $M_{\text{tsubj}}$.

Proof. By contradiction. Assume that there exists such a more abstract model $M'$ which has less state than $M$. This means that there exist two states in $M$ that is represented by a single state in $M'$.

It is trivial to see that the two observers have to remain present in the state so that the subject knows which two observers (and also the order) it has to notify after receiving an update.

Assume now that we have two states whose state stack contents are $s_1, s_2, \ldots, s_k, \ldots, s_n$ and $s_1, s_2, \ldots, s_k', \ldots, s_n$ which is merged together in $M'$. Therefore, we have (at least) two possible executions to reach this state, namely $n$ consecutive update callbacks, one with the $k^{th}$ being update $(s_k)$, the other with update $(s_k')$.

Playing the environment, we now stop the update $s$ and allow the pending notifications for the second observer to be completed without any callbacks. However, at the time we need to send the notification about $s_k$ or $s_k'$, we have no way to distinguish them in $M'$. Therefore, these two states cannot be merged together. Since we choose arbitrary $k$ to do this, there exists no two states in $M$ that can be merged together.

A similar argument can be applied for the case of two states whose header stacks are different. Hence, we achieve our contradiction.

Theorem 3. For any trace-based model $T$, there is a well-formed state-based model $M_{\text{wfj}}$ which is more abstract than $T$. The converse does not hold.
Proof. The first part of this lemma follows directly from Lemma \[\text{1}\] and taking the identity function as \(\alpha\). For the converse, consider a specification which concentrates only on the well-formedness property of the traces. Any well-formed trace in the trace-based model of the specification which has completed all updates can be abstracted to the state with empty stacks in the state-based model. As the abstraction must be a function, the converse does not hold.