Abstract

Version control helps coordinating a group of people working concurrently to achieve a shared objective. Concurrency control helps coordinating a group of threads working concurrently to achieve a shared objective. The seemingly superficial analogy between version control and concurrency control is deeper than expected. A comparison of three major flavors of version control systems (exemplified by RCS, Subversion, and Darcs) with three influential and representative approaches to concurrency control (monitors, STM, and message passing) exhibits a surprisingly close correspondences in terms of mechanism and workflow. The correspondence yields new perspectives on both, version control and concurrency control.
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1. Introduction

Version control is a mature field of software engineering that traces its origins back to the legendary 1968 NATO conference [27]. It is one of the few fields that have attracted academic and industrial research alike and which has a multi-million dollar market [10]. Besides commercial systems, there are numerous open source systems that implement new approaches as well as new combinations of existing concepts.

Concurrent programming has an even longer and fickle history. There are numerous approaches some of which date back to the 1960s. Each of these approaches has advantages and drawbacks. Much recent work in this area concentrates on software transactional memory [12, 19, 21, 35, 42]. This approach to concurrency transfers ideas from database transactions [4] to the problem of synchronizing concurrent modification of shared datastructures. It is seen by some as an alternative API to concurrent datastructures that is particularly easy to master from a programmer perspective.

Grossman [17] suggests an inspiring analogy between transactional memory and garbage collection. His essay examines several key problems and their solutions in either area and puts them in a common perspective by presenting them with textual templates using different keyword substitutions. It then goes on to elaborate further points and develop some projections.

The present work suggests another analogy of transactional memory with a certain flavor of version control. It further extends this analogy to the other main flavors of version control and compares them with monitors and message passing. As with Grossman’s analogy there is some potential of transferring ideas from version control to concurrency paradigms and back. Analogies like these are valuable because they enable alternative views on old and new ideas. They clarify the design space, facilitate the classification of different approaches, and enable the anticipation of new approaches.

This paper is structured as follows. Section 2 presents a first cut at the correspondence by comparing the workflow of Subversion (a popular version control system) with the workflow of an implementation of software transactional memory. This section works entirely on an informal level and appeals to the reader’s intuitive understanding of version control terms and software transactional terms. Subsequently, Section 3 gives an overview of basic terms and definitions on version control as used in this paper. Section 4 does the same for concurrent programming paradigms. Thus equipped, Section 5 extends the analogy to two other version control approaches and compares them with monitors and message passing. Section 6 collects further observations about the relationship between version control and concurrent programming in general. Section 7 concludes.

2. The Relation of Subversion to Software Transactional Memory

Toru Inemuri and Miki Kuruma work in the Tokyo office of MetaHacks, a software company that operates on a global scale. Toru is a project manager and Miki is a developer in Toru’s project. Sometimes, Toru and Miki go out together to have dinner and to enjoy some Karaoke. Because they work

---

1 We do not consider the exact relationship between database transactions and version control or software transactional memory in this paper.
**Toru: Developing a Project**

*Toru* is responsible for a *project*, which involves multiple *developers*. The main resource he is worried about is a *repository* of *artifacts* (source code, configuration files, documentation, reports, . . .) created by the developers. This repository is shared among the developers that contribute to the project. Each of the developers needs to be able to manipulate artifacts. A developer may access or modify an artifact, he may create a new artifact, or delete an existing one. Clearly, this is a job for a *version control* system.

Toru considers using *Subversion* for the new project. He contemplates the workflow of a developer that wants to achieve a certain objective (implement a feature *X*, document feature *Y*, file a report).

1. No developer is allowed to operate directly on artifacts in the shared repository.
2. The developer performs a *check-out* operation to make the *head revision* of the shared artifacts available for reading and writing. Thereby, the check-out operation copies the artifacts into the developer’s *workspace*.
3. The developer creates, reads, updates, and deletes artifacts as required to achieve the objective.
4. The developer might find out that his chosen approach does not work with the current repository. In this case, he performs a *revert* operation and restarts from the previous check out.
5. The developer might come to the conclusion that the objective cannot be achieved, in which case he *abandons* his modifications and proceeds with another task.
6. Once the developer has achieved his objective, he attempts to integrate his modifications into the shared repository by performing a *commit* operation.
7. On receiving the commit command, Subversion attempts to merge the modifications with the head revision of the artifacts. The merge operation is successful if no other developer has changed an artifact in a way that overlaps with changes made by the developer. In this case, the head revision of the artifacts is atomically updated to reflect the changes made by the developer and he can proceed to the next task. Otherwise Subversion signals a *conflict*. In this case, the developer reiterates all steps starting from the check-out operation.

**Miki: Developing a Component**

*Miki* is responsible for a *component*, which involves multiple *threads*. The main resource she is worried about is the *state* of the *variables* created by the threads. This state is shared among the threads that run inside the component. Each of the threads needs to be able to manipulate variables. A thread may access or modify a variable, it may create a new variable, or delete an existing one. Clearly, this is a job for a *concurrency control* system.

Miki considers using *STM* for the new component. She contemplates the workflow of a thread that wants to achieve a certain objective (fill a buffer with data, update a graph structure, write to a log file).

1. No thread is allowed to operate directly on variables in the shared program state.
2. The thread performs an *enter atomic block* operation to make the *current values* of the shared variables available for reading and writing. Intuitively, the enter atomic block operation creates a *local copy* of the variables.
3. The thread creates, reads, updates, and deletes variables as required to achieve the objective.
4. The thread might find out that its chosen approach does not work with the current program state. In this case, it performs a *retry* operation and restarts from the previous enter atomic block.
5. The thread might come to the conclusion that the objective cannot be achieved, in which case it *aborts* its modifications and proceeds with another task.
6. Once the thread has achieved its objective, it attempts to integrate its modifications into the shared program state by performing a *commit* operation.
7. On receiving the commit command, the STM implementation attempts to merge the modifications with the current values of the variables. The merge operation is successful if no other thread has changed a variable in a way that overlaps with changes made by the thread. In this case, the current values of the variables are atomically updated to reflect the changes made by the thread and it can proceed to the next task. Otherwise the STM implementation signals a *conflict*. In this case, the thread reiterates all steps starting from the enter atomic block operation.

---

**Figure 1.** Toru and Miki’s views on program development.
<table>
<thead>
<tr>
<th>Toru</th>
<th>Miki</th>
</tr>
</thead>
<tbody>
<tr>
<td>project</td>
<td>component</td>
</tr>
<tr>
<td>developer</td>
<td>thread</td>
</tr>
<tr>
<td>version control</td>
<td>concurrency control</td>
</tr>
<tr>
<td>repository</td>
<td>program state</td>
</tr>
<tr>
<td>artifact</td>
<td>variable</td>
</tr>
<tr>
<td>head revision</td>
<td>current value</td>
</tr>
<tr>
<td>Subversion workspace</td>
<td>STM implementation</td>
</tr>
<tr>
<td>check out</td>
<td>local copy</td>
</tr>
<tr>
<td>commit</td>
<td>enter atomic block</td>
</tr>
<tr>
<td>abandon</td>
<td>commit</td>
</tr>
<tr>
<td>revert</td>
<td>abort</td>
</tr>
<tr>
<td>conflict</td>
<td>retry</td>
</tr>
</tbody>
</table>

Figure 2. Corresponding terms in Toru’s and Miki’s tales.

on the same project, part of the dinner conversation revolves around work.

On one such occasion Toru has to select a version control (VC) system for a new project, whereas Miki tries to come to grips with software transactional memory (STM), a new paradigm for concurrent programming that she recently read about and wants to use in her next project. Toru is most familiar with the open-source VC systems CVS [7, 41] and Subversion [29, 38] and hence heavily influenced by their approach. Miki has read a number of papers on STM and is currently excited about a lightweight approach for Java [18]. Figure 1 contains condensed renditions of Toru’s and Miki’s contributions to that conversation and Figure 2 contains a table that lists the corresponding terms in their tales.

The conversation demonstrates that a concurrent thread using STM has a workflow which is very similar to the workflow of a developer who manages a project using a VC system similar to Subversion. There are a few dissimilarities, though:

- A developer working with a VC system has a private workspace with local copies of the artifacts created by a check-out operation. The private workspace enables the developer to perform experiments as well as to build and test the system without affecting anyone else. Some implementations of STM follow a similar strategy of keeping local copies of the variables changed in an atomic block. However, these copies do not outlive the atomic block in which they were created. Furthermore, there is no wholesale creation of local copies of all shared variables. Rather, these copies are created as needed.

- If the VC system detects a conflict on an attempt to commit, then the developer has to take action to get an up-to-date view of the artifacts and to adapt its changes to the new situation. If STM fails to commit, then the STM implementation automatically makes the changes of other threads visible and reruns the body of the atomic block.

- A VC system records the history of each artifact in the repository, whereas STM keeps only the most current value of a shared variable.

3. Version Control

Version control (VC) systems manage multiple versions of the same artifact. Software projects typically use a VC system to manage source code, configuration files, documentation, and so on. VC is not limited to software projects, but it is also used in such diverse areas as word processors, wiki applications, or content management systems.

Two features are the cornerstones of a VC system:

Accessibility The system allows access to all versions of an artifact at any time.

Accountability The system automatically logs who made a change to an artifact, when it was made, and what it was. These features can be traced back already to one of the first VC systems, SCCS [32]. They are standard in all modern systems. VC systems can be further classified according to the following dimensions [10]:

Repository model How does the VC system store artifacts?

The system may store all artifacts in a central repository. The system may rely on several distributed repositories. With this approach, each user owns one or more local repositories.

Concurrency model How does the VC system prevent conflicting changes to the same artifact?

The system may pessimistically use locking to prevent concurrent edit operations. The system may optimistically allow concurrent edit operations and attempt to merge the resulting changes. If merging is not possible, the system signals a conflict that the user must resolve manually.

3 Some people use the term “revision control” instead of “version control”. We prefer the latter because an “revision” is a special kind of “version”, as explained in the following.
History model How does the VC system record changes between different versions of an artifact?

The system may record different versions as a snapshot and use a version graph to represent several relations between them: the revision-of relation records sequential evolution of an artifact, the variant-of relation records parallel evolution of an artifact, and the merge relation records the combination of changes made in several variants of an artifact.

The system may record the differences between two versions of the same artifact as a change set. Users may then combine change sets in ways that go beyond the relations captured in a version graph.3

Figure 3 positions some existing VC systems with respect to these three dimensions. The list of VC systems is by no means exhaustive. The figure merely serves to indicate which combinations are implemented and used in practice. Apparently, there is no VC system supporting “distributed repositories” with “locking”. In fact, it seems rather strange to insist on acquiring a global lock for editing artifacts in a local repository.

Unfortunately, there is no established common terminology in VC research and practice. Thus, the rest of this section introduces the terminology used in this paper for concepts common to many VC systems.

Repository A repository contains all information necessary to ensure accessibility and accountability for all artifacts stored in the system.

Workspace To modify artifacts stored in a repository, users copy specific versions of the artifacts into a local workspace. (This step is often implicit with distributed repositories.)

The workspace serves as a sandbox where artifacts can be created, modified, and deleted without changing the content of the repository. It is up to the user to synchronize between workspace and repository.

History The history is part of a repository. It records the meta information associated with changes to artifacts (who made the change, when it was, what it was, etc).

Branch A branch is a designated group of versions of some artifacts that evolve in parallel to some other group of versions based on the same artifacts.

Baseline A baseline is a designated group of versions from which new branches may be started.

Head revision The head revision denotes the most recent version of an artifact.

Conflict In most cases, a VC system uses a merge algorithm [5,13,31,43] to combine two different versions of an artifact. If the algorithm fails, the system signals a conflict and prompts the user for intervention.

Commit The commit operation propagates changes from the workspace to the repository. The changes may be specified with different granularity: per line, per group of lines, per file, per group of files. A commit is atomic if either all or none of the changes in the workspace are transferred to the repository.

Update The update operation propagates changes from the central repository to the workspace. For VC systems with distributed repositories, the notion of update is inapplicable, although the pull operation (explained next) is similar to an update.

Pull and push The pull operation propagates changes from a remote repository to the local one. The push operation propagates changes from the local repository to a remote one. The notion of pull and push is applicable only to VC systems with distributed repositories.

Add The add operation adds a file to the workspace.

Delete The delete operation removes a file from the workspace.

Revert The revert operation undoes all changes made inside the workspace, so that the workspace is up-to-date with a specific group of versions of the corresponding repository.

Pre/post event hooks VC systems often provide hooks that are invoked before or after a specific event. For example, after completion of a commit operation, a post-commit hook may be used to notify all users via email.

4. Concurrent Programming

Concurrent programming [3,11] is the art of controlling (pseudo-) simultaneous execution of multiple interacting computations. The primary objective for using this programming technique is to increase the application throughput and
to use available hardware resources efficiently. Furthermore, there are problem instances for which concurrent programming is a natural paradigm (e.g., client-server architectures and event-based architectures).

Programming in a concurrent style is difficult:

- The partitioning of a program into several threads, each executing a part of the whole program’s task, is in general challenging because of data and control flow dependencies between the threads.
- The coordination of multiple threads is a complicated task which requires communication among the threads. This communication overhead can impede the scalability of the system.

Synchronization [39] refers to the coordination of simultaneously running threads and the maintenance of a coherent view of data shared between threads. Synchronization requires communication. Communication between threads comes in two major flavors, via shared memory or via message passing. Access to shared memory can be coordinated in many different ways, among them locking and transactional memory. The following subsections examine the resulting three paradigms in more detail. Most modern programming languages support these paradigms, either by linguistic means or through libraries.

4.1 Lock-Based Synchronization

Shared memory imposes only little overhead on data synchronization. The classical approach to synchronization in this setting grants code fragments (critical sections) only mutually exclusive access to the shared memory. This locking of resources guarantees that a thread obtains exclusive access for some time to complete its memory operations undisturbed. Unfortunately, excessive locking can reduce parallelism. Even worse, deadlocks can arise when threads that have already obtained some locks are blocked, mutually waiting for further locks to be released. Similarly, threads can end up in a livelock where their state constantly changes but no progress is made. Explicit synchronization via locking is commonly thought to be error-prone due to its delicate semantics.

A monitor [22] mediates all accesses to and modifications of some portion of shared memory. It guarantees that the procedures associated with the monitor obtain mutually exclusive access to the resources guarded by it. The standard implementation is via locks (generated by the compiler).

4.2 Transaction-Based Synchronization

Software Transactional Memory (STM) [35] is seen by some as a more user-friendly approach to synchronization in a shared memory setting. It offers a high-level mechanism and shifts the implementation of mutual exclusion as well as some data management tasks to the runtime environment.

Central to STM is the notion of an atomic block which is used to encapsulate the accesses to the shared memory in a safe manner. A transaction starts when entering an atomic block and ends when leaving it. The STM system guarantees that the computations inside a transaction either execute as a whole or not at all. Moreover, other concurrently running threads cannot observe intermediate states of the computation inside an atomic block. These intrinsic features are referred to as atomicity and isolation.

The implementation of STM has to cope with concurrently running transactions accessing and modifying the same memory locations. To ensure the absence of conflicts, a conflict detection mechanism checks the system’s consistency and eventually arbitrates between the conflicting parties. In general, this arbitration may lead to the abortion of a transaction and a retry later in time. A transaction that finishes its computation without conflict commits when leaving the atomic block. Otherwise the transaction performs a rollback.

Several design choices configure the exact behavior of an STM implementation:

Atomicity Strong atomicity ensures that an atomic block executes in isolation with respect to all other computations. Weak atomicity guarantees isolation only with respect to other atomic blocks.

Conflict detection Pessimistic conflict detection checks the validity of read and written data progressively, so conflicts are detected early and transactions which are bound to fail are aborted quickly. Optimistic conflict detection postpones data validation until the end of an atomic block.

Granularity of conflicts Conflicts may occur at the object level, the cache-line level, or the word level. Whereas object conflict detection is a sensible choice in object-oriented programming languages, the other options are useful in less structured settings.

Data versioning Eager versioning performs in-place memory update during a transaction. It saves overwritten values in an undo-log structure for reconstruction on a potential rollback. With lazy versioning each atomic block maintains its own local write buffer whose values are later on committed to the shared memory.

Nesting A nested transaction [26] arises when an atomic block is enclosed in another atomic block. One approach

---

5 This paper considers “thread” and “process” as synonyms and uses the word “thread” throughout. The usual reading is that threads run in a shared address space whereas processes may run in separate address spaces.

6 Transactional memory evolved from ideas of transaction processing in database systems and borrows much of its terminology.
flattens this nesting into a single transaction. Closed nesting supports rollback of a nested transaction such that a successful commit of an outer transaction requires the successful completion of all nested transactions. To increase parallelism open nesting allows nested transactions to commit their result globally and irreversibly.

If the execution of an atomic block fails, all its effects must be undone and the former state restored. The runtime has to provide the means to perform this rollback, for example by logging of values. To sustain the isolation property, many implementations forbid irreversible operations, such as I/O, inside of atomic blocks. Often a type system restricts the mutation of shared data to atomic blocks.

### 4.3 Message-Based Synchronization

In a parallel architecture with distributed memory, threads do not share a common address space. Thus, it is more appropriate to manage data sharing via message passing (MP) than to grant remote memory access. In this setting pairs of corresponding send and receive operations transport data between threads. The message passing interface (MPI [36]) and its successor MPI2 [16] define standard APIs that many programming languages implement. Message passing is also the basis of the Erlang programming language [1, 2]. Communication operations can be classified with respect to the following categories:

**Point-to-point vs. global** A thread can send a message either to one other thread or to all other threads (broadcast). It is also possible to group threads for communication purposes.

**Synchronous vs. asynchronous** In synchronous mode, the sender blocks until the receiving thread has started its receive operation. In asynchronous mode, the send operation does not block. Instead, the run-time system buffers the message until the receiver requests it.

**Accumulation vs. non-accumulation** A special receive operation can accumulate messages from multiple threads with a specified reduction operation. The receiver sees only the final result. Alternatively, all messages are sent directly to the receiver.

The description of lock-, transaction-, and message-based synchronization suggests that these concepts are fundamentally distinct. Nevertheless, there are many hybrid forms. For example, STM systems can be implemented using some kind of locking when checking and writing data at the end of a transaction [9].

### 5. Playing the Analogy

The thorough description of concepts in version control and in concurrent programming in Section 3 and 4 suggest further analogies than just the correspondence between Subversion and software transactional memory considered in Section 2.

#### 5.1 Prologue

Section 3 distinguishes three dimensions in VC systems, namely the repository model (central vs. distributed), the concurrency model (lock-based vs. distributed), and the history model (snapshot vs. change set). The history dimension concerns the navigation in the space of accessible versions. In a concurrent system, the aim is to have one coherent view of the program state, so that only one version is interesting and worth preserving. Thus, it does not appear reasonable to consider the analogy along the history dimension.

A similar comment applies to accountability. In a VC system, accountability is of utmost importance because it enables tracking down the person responsible for a certain change. In concurrent programming, accountability is mostly not cared for, but it may have unexpected uses (see Section 6.1.2).

After squashing the history axis, it remains to consider all combinations of repository models and concurrency models. All combinations but one are worth exploring.

- Section 2 deals with Subversion, which is an instance of a merge-based VC system with a central repository, and compares it to software transactional memory.
- Section 5.2 relates lock-based VC with a central repository to concurrent programming with monitors.
- Section 5.3 explores the combination of merge-based VC with distributed repositories and relates it to message passing approaches in concurrency.
- The combination of lock-based VC with distributed repositories does not make sense (see Section 3).

#### 5.2 The Relation of Lock-Based VC to Concurrent Programming with Monitors

There is a close correspondence between lock-based VC with a central repository and the monitor approach to synchronizing concurrent access to shared variables. Although the change to a lock-based VC affects only few parts of the workflow, it is clearer to restate both stories rather than just report the changes. Figure 4 contains the revised version of the stories in Figure 1 and Figure 5 contains the adapted version of the correspondence in Figure 2. Significant differences are highlighted in bold face. The following subsections contain further discussion.

##### 5.2.1 Lock-Based VC

In a VC system with locking, no developer can change an artifact without previously acquiring its lock. Thus, the commit operation never fails. It just copies artifacts from the workspace to the repository.

Lock-based VC is considered too limiting because its granularity is too coarse. Typically, one artifact (e.g., source file) contains many independently editable and clearly separated entities (e.g., declarations) and only few of them are af-
**Lock-based VC**

Item 2 of Toru’s story in Figure 1 gets extended by the addition of locking, item 5 gets extended by unlocking, and items 6 and 7 get replaced by item 6.

1. No developer is allowed to operate directly on artifacts in the shared repository.

2. The developer checks out to make the head revision of the shared artifacts available for reading and writing. The check-out operation copies the artifacts into the developer’s workspace. The developer locks all artifacts that he wants to modify.

3. The developer creates, reads, updates, and deletes artifacts as required to achieve the objective.

4. The developer might find out that his chosen approach does not work with the current repository. In this case, he reverts and restarts from the previous check out.

5. The developer might come to the conclusion that the objective cannot be achieved, in which case he abandons his modifications, unlocks all artifacts, and proceeds with another task.

6. Once the developer has achieved his objective, he publicizes his modifications by performing a commit operation and unlocking the artifacts.

**Concurrent Programming with Monitors**

Items 4 and 5 of Miki’s story need minor adjustment. Items 6 and 7 get replaced by item 6.

1. **Outside a monitor procedure**, no thread is allowed to operate directly on variables in the shared program state.

2. The thread enters a monitor to make the current values of the shared variables available for reading and writing.

3. The thread creates, reads, updates, and deletes variables as required to achieve the objective.

4. The thread might find out that its chosen approach does not work with the current program state. In this case, it cleans up, and restarts with item 3.

5. The thread might come to the conclusion that the objective cannot be achieved, in which case it cleans up its modifications, exits the monitor, and proceeds with another task.

6. Once the thread has achieved its objective, it publicizes its modifications by exiting the monitor.

---

**Figure 4.** Two tales of lock-based VC and concurrent programming with monitors

<table>
<thead>
<tr>
<th>Toru</th>
<th>Miki</th>
</tr>
</thead>
<tbody>
<tr>
<td>project</td>
<td>component</td>
</tr>
<tr>
<td>developer</td>
<td>thread</td>
</tr>
<tr>
<td>version control</td>
<td>concurrency control</td>
</tr>
<tr>
<td>repository</td>
<td>program state</td>
</tr>
<tr>
<td>artifact</td>
<td>variable</td>
</tr>
<tr>
<td>head revision</td>
<td>current value</td>
</tr>
<tr>
<td>RCS workspace</td>
<td>monitor implementation</td>
</tr>
<tr>
<td>check out and lock</td>
<td>enter monitor</td>
</tr>
<tr>
<td>commit and unlock</td>
<td>exit monitor</td>
</tr>
<tr>
<td>revert</td>
<td>cleanup</td>
</tr>
<tr>
<td>abandon</td>
<td>cleanup</td>
</tr>
<tr>
<td>unlock</td>
<td>exit monitor</td>
</tr>
</tbody>
</table>

**Figure 5.** Adapted correspondence for lock-based VC and concurrent programming with monitors.

affected by a change. This separation makes it easy for merge-based approaches to do the right thing in many cases.

In lock-based VC, most developers do not obtain their locks all at once but gradually over time. This practice is prone to deadlock so that all lock-based VC systems support an operation to deliberately break a lock. Breaking a lock is not considered good style but it is sometimes unavoidable because the lock holder may be on a business trip, on vacation, or otherwise unavailable.

In VC, it is easy to back out of a failed objective because the developer works on local copies of the artifacts in his workspace. The repository still retains a previous version of the artifacts and simply falls back to that version.

The VC lock effectively serves as a read/write lock. The VC system imposes a write lock because it stops anyone but the lock holder from modifying an artifact. It imposes a (kind of) read lock because changes to the artifact only become visible after the lock holder has committed and released the lock. In the terminology of database transactions, this strategy avoids dirty reads [4].

### 5.2.2 Concurrent Programming with Monitors

In concurrent programming with monitors, the commit operation is implicit in exiting the monitor as the monitor guarantees that no other thread can change the variables that it guards while the thread is active in the monitor. However, the developer of the monitor has to anticipate that an objective may be abandoned and save data manually if that is
required. Furthermore, the relationship between the monitor and the objects which the monitor is deemed to protect is often only informally specified. A concept like Java’s synchronized methods [15] alleviates this problem but programmers can still inadvertently violate the locking protocol, for example, by using Java’s synchronized blocks inappropriately.

The developer of the monitor must choose the granularity of the monitor procedures so that soundness is guaranteed and the program is reasonably efficient.

In item 4 in the right column of Figure 4, it is more fair to leave the monitor temporarily before trying another approach. This way, other threads waiting to enter the monitor get a chance to proceed. In contrast to a VC system, it is not possible to break a lock and enter a monitor occupied by another thread.

Contrary to the VC situation, there is no easy way to back out of a failed objective. The developer has to implement his own error detection and cleanup strategy. At least, the monitor ensures that there is no execution path leaving the critical section of the program without releasing the locks. With “bare-bones locking” the developer would have to take care of that matter, too.

Unlike the VC situation, the scope of the monitor is up to the programmer. In particular, if an isolation property that avoids dirty reads is desired, it has to be implemented by the programmer, for example, by also annotating a method that reads a shared variable as synchronized in Java.

5.3 The Relation of VC with Distributed Repositories to Concurrent Programming with Message Passing

While distributed repositories are popular in state-of-the-art VC systems, there is no directly matching concurrency paradigm. However, it is straightforward to synthesize a sensible distributed programming pattern based on message passing from the VC workflow. Figure 6 presents the synopsis of the two workflows and Figure 7 adapts the correspondences from Figures 2 and 5 to the new situation. The subsections contain further explanation and discussion, first on the VC side and then on the message passing side.

For concreteness, the VC part of this section borrows the terminology from Darcs [33], a merge-based VC with distributed repositories.

5.3.1 VC with Distributed Repositories

In a VC with a distributed repository, all developers have their own local repository and all commits are performed on the local repository. A developer may synchronize the local repository with a remote repository, either by pulling changes from the remote repository or by pushing local changes to it. Locally, the push operation has no effect.

The left column of Figure 6 contains the VC story. The choice of remote changes to integrate locally in step 3 is sometimes called cherry picking.

The Darcs documentation [34] does not always distinguish between the local repository and the workspace, although both exist and the workspace may contain changes not committed to the repository. In particular, it is not clear from the description which of them is affected by the pull command (presumably both). Thus, the local check-out operation is implicit in the preceding pull operation.

The discussion on message passing in Section 4.3 lists a classification of communication operations that need to be discussed in the context of VC.

Point-to-point vs. global Distributed VC systems employ point-to-point connections, only. No system employs broadcast communication to push changes, although it might make sense to define groups of remote repositories that should be updated at the same time.

Synchronous vs. asynchronous Both variants exist for VC systems, at least when embedded in an SCM system. For example, the standard API of Subversion is synchronous but its Eclipse embedding Subclipse [37] can update and check out asynchronously in the background.

Accumulation vs. non-accumulation There is no corresponding, useful concept in VC.

5.3.2 Concurrent Programming with Message Passing

The right column of Figure 6 synthesizes a suitable concurrency model from the VC workflow in the left column. The result concurrent programming paradigm employs message passing, but it is not straightforward to construct a good correspondence.

Both the pull and push operations are implemented by sending a message to the remote program state. Pull asks for changes in the remote program state. Push sends a set of

---

7 Darcs calls the local commit operation record.
VC with Distributed Repositories

1. Each developer is allowed to operate on *artifacts* in his *local repository*. He cannot directly operate on any *remote* repository.

2. The developer may choose to perform a *pull* operation to bring his repository up-to-date with the *head revision* of a remote repository.

3. As long as there is a conflict caused by the pull operation, the developer should address it by reconciling the changes of the local repository with those of the remote repository and *committing* locally.

4. The developer (implicitly) performs a local *check-out* operation to make the head revision of the artifacts available for reading and writing.

5. The developer creates, reads, updates, and deletes artifacts as required to achieve the objective.

6. If he finds out that the chosen approach does not work with the current repository, then he *reverts* the local modifications and restarts from the last check-out operation.

7. He might come to the conclusion that the objective cannot be achieved, in which case he proceeds with another task.

8. Once he has achieved his objective, he commits locally.

9. He may attempt to integrate the current local repository into a remote one by performing a *push* operation.

10. The developer proceeds with another task.

Concurrent Programming with Message Passing

1. Each thread is allowed to operate on *variables* in its *local program state*. It cannot directly operate on any *remote program state*.

2. The thread may choose to perform a *custom pull* operation* to bring its program state up-to-date with the *current values* in a remote program state.

3. As long as there is a conflict caused by the pull operation, the thread should address it by reconciling the changes of the local program state with those of the remote program state and *continuing*.

4. The thread locally has the values of the variables available for reading and writing.

5. The thread creates, reads, updates, and deletes variables as required to achieve the objective.

6. If it finds out that the chosen approach does not work with the current program state, then it *reverts* the local modifications and restarts from the last pull operation.

7. It might come to the conclusion that the objective cannot be achieved, in which case it proceeds with another task.

8. Once it has achieved its objective, it continues.

9. It may attempt to integrate the current local program state into a remote one by performing a *custom push* operation.*

10. The thread proceeds with another task.

*Custom pull and push operations are implemented using send and receive operations of the underlying MP implementation.

Figure 6. Two tales of VC with distributed repositories and concurrent programming with message passing.

Changes to be integrated in the remote program state. Both operations require suitable permissions.

There is no analogon to a workspace in message-passing concurrency, hence there is neither a notion of a local check out nor of a local commit.

The reconciliation of changes in step 2 requires some reflection facilities. In the VC world, the developer obtains both versions and can apply tools like *diff* to them. Analogous tools would be needed as an API at the thread level.

6. Corollaries

This section collects observations and differences that came up while building the correspondences in the previous sections. The observations are not sufficiently specific to a particular correspondence to merit inclusion in the section dedicated to it. However, they contain a sufficient element of surprise to deserve mention.

6.1 More on the Relation of VC to STM

The description of STM implementations in Section 4.2 mentions some design choices that still need to be put in relation to the VC context.

**Atomicity** A VC system always provides strong atomicity because all changes happen locally in the developer’s workspace. Thus, they remain invisible to everyone unless the developer commits them.

**Conflict detection** All non–lock-based VC systems perform optimistic conflict detection. Strictly lock-based systems need no conflict detection at all.
Granularity of conflicts VC systems also check for conflicts on different levels. The standard level is one line for a textual artifact and the whole object for a binary artifact. The sophistication of the underlying diff and merge algorithm determines the level. Depending on them, other choices are possible, for example, syntactic merging [43] or semantic merging [23, 31].

Data versioning The workspace of a VC system dictates that all versioning happens lazily.

Nesting VC systems do not have a notion of nested transaction. However, a developer can easily emulate nesting by creating a branch and merging that back into the head revision once the branch development was successful.

6.1.1 Revisiting Consistency
Most VC systems support the notion of a commit hook, that is, a command that the VC system runs to perform some action before finalizing a commit. If this action signals an error, then the system aborts the commit. A popular use for commit hooks is to perform some consistency check on the artifacts. This check might evaluate some static property of a program, for example, whether the program is syntactically correct. Such a check guarantees that all artifacts later checked out of the repository fulfill the consistency check.

A similar notion exists for one STM implementation [20]. It supplies a facility for specifying constraints on variables which are checked at commit time. A failed check results in a failed commit.

6.1.2 Revisiting Accessibility and Accountability
The prologue of Section 5 makes the observation that accessibility and accountability, which are key features of VC, have no counterpart in concurrent programming. While this observation is true in the standard mode of operation of a deployed program, it may by worth to reconsider it in the light of debugging.

Concurrent programs are known for exhibiting intermittent problems (such as race conditions) that are very hard to reproduce and fix. While searching for such problems, it would be desirable to find out which thread is responsible for setting some variable to the wrong value. It would also be advantageous to be able to access all possible execution histories and test them against some consistency criterion. Indeed, it works so well that people are doing it all the time using model checking [6].

6.2 From STM to VC
One of the underlying ideas of this essay is that insights from work on VC may yield insights and inspiration for further work on concurrency abstractions. Interestingly, there is at least one instance where this transfer may work the other way round, in this case from STM implementation to VC.

In an STM implementation with lazy versioning and optimistic conflict detection, each thread builds a log structure consisting of all read and write accesses to shared memory during the execution of an atomic block. Conflict detection scans the read log and checks that the variables read still have the same values as before. STM signals a conflict if the logged value of a variable differs from the current value.

In contrast, a VC system usually detects a conflict by comparing the head revision with the version in the user’s workspace. It signals a conflict if some other user has modified the head revision in a way that is incompatible with the changes in the workspace. That is, only a modification counts as a conflict, but a dependency caused by the user reading other artifacts does not.

Here is an example, where this strategy leads to a problem. Consider two software developers A and B who work concurrently.

- A reads the declaration of $x$ in module $M$ and writes a hunk of code in module $N$ that uses $M.x$.
- B renames $x$ to $y$ consistently in module $M$.

Both developers can commit in arbitrary order (potentially with an intervening update) without the VC system signalling a conflict. However, the resulting program certainly does not compile.\footnote{VC etiquette requires that the head revision of a program should compile, but this is rarely enforced.}

The problem here is that the VC is not aware of the dependency between $M.x$ and $N$. A more advanced VC might be able to avoid the problem by registering developer A’s “read accesses” to $M.x$ (or better the dependency of the new code on $M.x$) in analogy to the log structure in the STM implementation.

7. Conclusion
What have we learned?

The blurry observation that started the investigation underlying this paper was that software transactional memory behaves similarly to a merge-based version control system with central repository. Close inspection of concepts, workflows, and systems in version control and concurrent programming lead us to collect many coincidences that helped pinpoint the correspondence exactly. It also lead us to broaden the correspondence to include monitors and message passing on the concurrent programming side, as well as lock-based approaches and multiple distributed repositories on the version control side.

It might be said that both version control and concurrent programming are tackling the same problem underneath. However, version control has facets without parallel on the concurrent programming side (e.g., accessibility and accountability) and, vice versa, concurrent programming has facets not found in version control systems. For example, fully automatic conflict resolution is a condition sine qua non, whereas human intervention is both acceptable and desired in version control. Thus, while the underlying problem of
managing concurrent work on shared resources is similar, there are many differences in terms of specific characteristics.

There is another indication that version control and concurrent programming are perceived very differently by the community. This indication is progress over time in the adoption of different methodologies.

- Early version control systems are lock-based with central repository (SCCS, RCS). The next stage of progress is merge-based systems with central repository (CVS, Subversion, etc). The most recent stage is merge-based systems with distributed repositories (Darcs, Bazaar, Git, etc).

- Early concurrent programming techniques are lock-based (mutexes, semaphores, monitors, etc). Next, there are message passing systems (MPI, Erlang, etc). The most recent stage is software transactional memory.

The surprising observation is that while both, version control and concurrent programming, start with lock-based approaches, they progress differently through the stages of the correspondence outlined in this essay. While message passing is a technique long established in concurrent programming, version control systems with distributed repositories are a comparably recent development. Vice versa, while merge-based version control systems with a central repository are used pervasively in software development (as exemplified by CVS and Subversion), software transactional memory, the corresponding concurrent programming technology, is still in a research stage.

Lock-based techniques for concurrent programming are error-prone and difficult to master. Of the two alternative approaches, message passing and software transactional memory, both are likely to stay because they yield a definite added value with respect to lock-based systems and they have different merits and application areas (distributed vs. concurrent programming).

A similar situation holds for version control systems. Clearly, the lock-based approach is obsolete, but there is no clear case for central vs. distributed repositories. In fact, this choice depends on the organizational structure of software development. Distributed repositories fit with bazaar-style open-source software development where developers are independent and may have private variants of a system [30]. Centralized repositories fit better with industrial (cathedral-style) software development where some authority bears responsibility for the resulting system.

Thus, there is some potential for cross-fertilization in the sense that high-level ideas and concepts as well as automatic techniques may be transferred between version control and concurrent programming. Full convergence seems impossible because of the fundamental differences between the areas.
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